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ABSTRACT
Social science has come under a firestorm of criticism following the discovery that many findings cannot be replicated. This paper argues that increasing the use of out-of-sample tests would improve the reliability of findings in all fields, including “complex” fields such as macroeconomics. It illustrates the paucity of examples of this method by reviewing the literature on the government spending multiplier. Two out-of-sample tests in academic papers from the 1960s were identified, along with a procedure similar to an out-of-sample test in a recent paper by Jorda and Taylor (2016).

1. Introduction
Out-of-sample testing should be a useful item in the social scientist’s toolkit. When a contentious issue arises, social science models, specified and parameterized in advance and tested against new data, circumvents many of the issues present in empirical work. The contentious social scientific issue this paper focuses on is the value of the government spending multiplier, and the lack of out-of-sample tests in support of the empirical results related to it. This paper’s primary contribution is to document this fact within the literature. The lack of empirical research of this nature should raise concerns of the multiplier’s external validity. But this is also illustrative of the problems in the ongoing Replication Crisis (see Gelman and Loken 2014) as well.

Concerns regarding the validity of statistical research from within econometrics itself dates to at least Leamer (1983), and Ioannidis (2005) offered an early warning that “[m]ost published research findings are false” prior to the true onset of the Replication Crisis. The Reproducibility Project, in Science, reexamined 100 psychology studies published in elite journals and found that only one third to one half could be reproduced (Open Science Collaboration 2015). A similar project found that only around half of the results in economics articles could be reproduced (Chang and Li 2015). Some fields within economics have attempted to combat these issues, for example the academic journal Public Finance Review has itself dedicated space and intellectual support for research replicating earlier results (Alm and Reed 2015).

While we recommend out-of-sample testing, others have proposed other solutions to the issues facing social science today. Hanson (1995) early on recommended that betting could drastically improve honest assessments of evidence. Nosek et al. (2012) emphasizes the importance of keeping all data, materials, and workflow open. Ioannidis et al. (2017) suggests that statistical power, and not simply statistical significance, is a superior means of demarcating effective statistical tests. Silver (2012: 42-44), whom we follow, advocates out-of-sample testing. We see value in out-of-sample testing, including in fields as complex as macroeconomics. For the purposes of this paper, we define an out-of-sample test as one which uses a subset of data as a training sample to parameterize the model, with another independent subsample withheld to test the model against a benchmark (the null hypothesis). This framework can be read in terms of Friedman (1953), Popper ([1959] 2009), and Tetlock and Gardner (2015).

The debate this paper will focus on is the government spending multiplier. The primary contribution of this paper will be an extensive literature review of 87 empirical papers on the multiplier, documenting that
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almost none have performed an out-of-sample test.¹ Silver (2012: 40-42) underlines that the uncertainty associated with such research, combined with the 2007-2008 Financial Crisis’s distance from previous observations – that is, distantly out-of-sample – may have led to the subsequent difficulties and failures of policy worldwide. It seems straightforward that such a crucial question deserves rudimentary methods that are at least suggestive of external validity on the topic.

Before commencing, we should first credit the existent literature within macroeconomics that does attempt out-of-sample testing. Some recent macroeconomic research does perform out-of-sample testing, and complex modern models are not outperformed by, for example, AR(1). Notably, Smets and Wouters (2007) offer an out-of-sample test which outperforms a baseline vector autoregression and, admirably, make this fact clear in the context of their article. Rotemberg and Woodford (1992) show that the assumption of oligopolistic pricing outperforms the assumption of perfectly competitive pricing regarding the path of an economy following a change in military spending, but the manner in which it was parameterized prevents its interpretation as a proper out-of-sample test.² Similar in spirit to this paper, but not quite in content, Wieland et al. (2012) allow several macroeconomic models to compete, with none doing well in predicting the recession and recovery. This last approach is essential for further advances in macroeconomics; out-of-sample testing should be far more commonplace, especially with respect to the size of the multiplier.

The structure of this paper follows. Section II presents the philosophical case for testing of this type. Section III provides detail on the literature review, the complete results of which can be found in Appendix A. The literature review demonstrates the issue as well as provides the primary finding of the paper. Section IV concludes.

2. Philosophical and Practical Issues with Out-of-Sample Testing in Macroeconomics

While the Replication Crisis has opened up social scientists’ minds to changing certain empirical practices, out-of-sample testing may appear inappropriate in fields as complex as macroeconomics. Testing whether a model outperforms a simple baseline out-of-sample is rare; one counterexample being Smets and Wouters (2007). There is a certain amount of resistance to subjecting theories to such harsh tests. A theory which allows itself a sufficient number of moving parts, unspecified in advance, quickly becomes unfalsifiable in the face of any evidence. For example, the historical Hayek-Keynes debate can be interpreted as never having been sufficiently specified to allow either theory to be possibly falsified. In the eyes of Hayek or Keynes themselves, the evidence presented against their theory by their respective opponents would be unlikely to ever be taken seriously (see Scheall 2015).

On the one hand, this is true. The idea that no “true” falsification exists (the “Duhem-Quine problem”) is well-known, and was clearly evident to Popper even in the first chapter of The Logic of Scientific Discovery ([1959] 2009: 19-20).³ But this is not an issue per se with the desire to conduct empirical tests.⁴ A scatterplot is a test, just a bad one. A randomized controlled trial is a better one. All theories will be falsified, sometimes incorrectly by imperfect tests. The question ultimately is which theory, stated in terms which actually make predictions, is least falsified, or in other words, predicts better than extant theories, even if it is far from perfect. The solution to complex and difficult areas is neither to cherrypick nor to question whether economics can be studied scientifically (as in Roberts 2010). It is to embrace the fact that all theories are, to some extent, falsified.⁵

Out-of-sample tests can thusly be thought of in this way. Suppose one macroeconomic theory predicts growth following government spending while another predicts contraction. Both theories ahead of time make predictions for the next five years, conditional on several variables (e.g. population growth). However, halfway through the prediction period, a significant deposit of oil is unexpectedly discovered, leading to growth. Neither theory included oil in their conditional predictions. The opponent of government spending could then invoke the “auxiliary hypothesis” (i.e., Duhem-Quine) of the effect of oil discoveries on GDP to defend his model even
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though it was outperformed in terms of root-mean squared error. However, the point is that, as long as the world is not systematically biased so as to disproportionately harm the predictions of one type of hypothesis as opposed to another, the better model will win out more often as more out-of-sample tests take place.

It is not that out-of-sample tests guarantee a model’s performance going forward, but that those which best survive them offer the best guidance in the future. By their nature, noisy, highly complex systems such as those studied in macroeconomics, will never be able to be perfectly modeled. Incorporating all possibly relevant variables is impossible. The virtue of the out-of-sample test is that it offers a standard of comparison which is not susceptible to issues of data mining and publication bias (among others), which plague so much research today. Yet more extensive uses of out-of-sample tests will only improve comparisons between competing theories, even if knowledge in them fails to be formally justified.

This perspective, taken seriously, does somewhat contradict recent trends in empirical economics. At times it seems like economists are focused like a laser on establishing that the relevant coefficient estimation in their model is consistent. This can be thought of as searching for a testing methodology that is immune from the criticism of Duhem-Quine. But not only is it impossible to find such a test, modern methodologies are often so idiosyncratic that subsequent out-of-sample testing is quite literally impossible. This may not always be the case, but often it is (e.g., the use of past Medicaid allocations to correct for the endogeneity of ARRA spending).

On the other hand, certain quite conventional econometric techniques have ambiguous interpretations in terms of out-of-sample tests. For example, when predicting future years in a model which used fixed effects, what value should the fixed effect take? In any case, this is not strictly specific to the credibility revolution.

Out-of-sample testing also offers a complement to the prescriptions of Leamer (1983). Leamer’s solution to avoiding researcher degrees of freedom is to run all possible specifications of a regression model to determine robustness. However, Leamer’s dictum still grants researchers some ability to game results by searching for alternative data sources, selectively remembering tests performed, or otherwise privileging their preferred hypothesis. The pared down version of Leamer’s dictum, the use of robustness checks, is common but has apparently failed to stem the “Con in Econometrics,” with the “credibility revolution” now having made the claim to end the “conning” instead (see Harford 2010). Out-of-sample testing circumvents this by forcing researchers to commit to specifications, preferably before even seeing the data (this can be reinforced further via betting).

One interesting side point is that the Lucas Critique may be interpreted differently under this frame. The Lucas Critique may simply be a rule of thumb for theories to improve the performance of theories in out-of-sample tests. Failing to recognize that changes in deep parameters may shift observed historical patterns in the data is one obvious way a theory optimized within sample would subsequently be falsified out of sample. But it is also true that whether deep parameters are important is itself a falsifiable proposition. If Old Keynesian models which ignore deep parameters outperform those which include them in out-of-sample tests – though this does not appear to be the case (Wieland et al. 2012) – then it is best to ignore the Lucas Critique.

There is little preventing macroeconomists from pitting their theories against one another (or against AR(1)) in an out-of-sample test. Pre-committing to specifications and parameters offers a partial remedy to the Duhem-Quine problem, even if concerns can always still be raised after fact. Econometric methods and issues like the Lucas Critique, viewed through this lens, ultimately concern how poorly designed tests or poorly specified theories may later fail out-of-sample; the out-of-sample test is still the arbiter of how much any of these issues matter or how much they may be ignored.

3. Literature Review on the Government Spending Multiplier

The size of the government spending multiplier may be the most contentious and important question in macroeconomics. The historical length of the debate, and the intellectual heft invested in it, makes it a natural starting point for investigating the use of out-of-sample tests in macroeconomics. Eighty-seven papers from 1956 through 2016 are included in the literature review, weighted heavily towards the most recent. A truly complete literature on the topic would be impossible. The last known publicly available version of fifteen of the papers remain in the Working Paper stage. Another 6 papers are book chapters. The papers examined, inevitably, are disproportionately in elite journals or disproportionately highly cited. Of the remaining 66 papers, 34 (52%) are in a top 25 journal according to RePEc. Nothing like an out-of-sample test appears in 84 of the 87 papers examined (97%).
The first borderline out-of-sample test case is Jorda and Taylor (2016). The authors construct a “counterfactual forecast” of the UK economy from data which excludes the Global Financial Crisis. Their model, which typically implies multipliers greater than 2, explains much of the divergence between actual RGDP data and both that which was forecasted by the UK Office for Budget Responsibility and what would have occurred on average historically following a high leverage financial crisis recession. But, as the authors say, “this exercise has a flavour of an out-of-sample evaluation,” not a true out-of-sample test. Still, it is admirable.

A truer out-of-sample test can be found in Morishima and Saito (1964), using an Old Keynesian model. The authors use a sample period of 1902-1952 to build their model and find that it is “tolerably effective” in predicting the period 1953-1960; although this is not evaluated in rigorous terms, it is still an out-of-sample test. Similarly, Smith (1967) creates two IS-LM models incorporating the money supply. In Table 2 of this paper, the author forecasts the following eight quarters of data (1962 and 1963), though he notes that the period in the out-of-sample test is of limited use since no “turning points” occurred.

Per our reading of the literature, no other example of an out-of-sample test exists. Far more than eighty-seven empirical papers measuring the size of the multiplier exist, but it appears likely to find more in the distant past of macroeconomics than many others hiding in plain sight in the present. Wieland et al. (2012) give us pause as to whether it is correct to claim that these antiquated models are better than modern DSGE models, but the apparent unwillingness to employ out-of-sample testing for an issue as controversial as spending multipliers does not speak well of modern macroeconomic methodology, to say the least.

4. V. Conclusion

A rather obvious method to determine the external validity of an empirical result is to perform an out-of-sample test. With the increasing concerns about replicability of results in social sciences, it is a surprise that few, besides Silver (2012), have focused in on out-of-sample testing as a methodological standard (if not a litmus test or a line of demarcation). This is illustrated by the near-absence of out-of-sample testing in the literature on the size of the government spending multiplier, as studied in 87 empirical papers. Out-of-sample tests, to the extent that they exist, are to be found primarily in two academic papers published in the 1960s. More broadly in macroeconomics, effective out-of-sample testing can be found in Smets and Wouters (2007) and the approach of Wieland et al. (2012) is especially laudable.

Tournaments amongst various models should more readily be undertaken, even if they take years or even decades to play out. Replication studies also play a clear role in this (for instance, by identifying the most elite models and their final parameterizations as of the year 2000, and have them compete using data since 2000). The specifics of the implementations could be widely varied, so long as the spirit of the out-of-sample test is maintained.

Philosophical or practical concerns raised by researchers regarding these types of testing are generally unhelpful; however complex an issue is, a model-based forecast is still possible, preferably buttressed by bets, as in Hanson (1995). Encouraging a norm of betting on beliefs may reduce the inflammatory rhetoric associated with issues like the effectiveness of fiscal stimulus (e.g. Krugman 2015); “A Bet is a Tax on Bullshit” (Tabarrok 2012). Out-of-sample tests may not be the only factor in evaluating competing hypotheses, just as p-values should not be. But basic reporting of root-mean square error relative to some simple baseline should be performed at least occasionally.
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